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Abstract—Recently, intelligent reflecting surfaces (IRSs) have
been proposed to enhance the system performance of several ap-
plications via smartly reconfiguring signal propagation. Precisely,
as low-cost passive devices, IRSs control the scattering, refraction,
and reflection characteristics of the radio waves to suppress the
interference at one or more desired receivers. In this paper,
it is assumed that an active IRS-assisted multiple-input single-
output (MISO) system aids a millimeter-wave (mmWave) wireless
network. So, the signal sent from the access point (AP) could be
reflected by the IRS and simultaneously be received by the user.
To achieve the full gain of IRS-assisted wireless networks, not
only the phase shift at the IRS should be optimized, but the
amplitude variation with low-cost hardware at the IRS should
also be exploited. Thus, in this paper, we formulate the system
sum rate maximization problem to optimize both the active
and passive beamformer at the AP and the IRS, considering
amplitude control at the IRS from the limited available power
with low-cost hardware. To do so, two low-complexity algorithms
are developed. In particular, the first subproblem is solved based
on the weighted minimum square error (WMMSE) to optimize
the beamforming at the AP. The second sub-problem is solved
via successive convex approximation. Numerical results show that
active IRS is beneficial and achieves better gains as compared to
passive IRS.

Index Terms: Intelligent reflecting surface (IRS), millimeter-
wave (mmWave), weighted minimum mean square error
(WMMSE), successive convex approximation (SCA).

I. INTRODUCTION

In order to accommodate the need for high data rate multi-
media access, the capacity of current wireless networks should
significantly expand by a variety of wireless technologies and
topologies. As explored in the last decade, ultra-dense network
massive multiple-input multiple-output (MIMO), as well as
using new techniques such as the millimeter-wave (mmWave)
bands, could help increase the need for capacity [1]. How-
ever, designing access points with more antenna elements
and utilizing radio frequency (RF) chains at extremely high
frequencies in practical mmWave systems certainly affect the
hardware expenditure and the network energy consumption of
the systems. Hence, new approaches that cover both spectral-
and energy-efficiency aims are required for the deployment
and evolution of sustainable wireless networks in the future
[2], [3]. In order to achieve the above aims, intelligent re-
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flecting surfaces (IRS) are a vital enabler for smart radio
environments. In this recent emerging hardware technology,
several artificial passive elements with low-cost printed dipoles
reflect the incident radio frequency waves in a certain direction
with low power consumption. These elements are attached to
a smart controller to change the reflected signal propagation.
Clearly, due to using passive reflection beamforming, an IRS
consumes much less power than what could be perpetrated
by a traditional amplify-and-forward (AF) relay, and also no
additional thermal noise is added while reflecting [4], [5].

Most contemporary existent works on IRS communication
systems have focused on optimizing the IRS parameters for
outdoor communication systems [6]–[8]. For example, in [6],
an IRS-assisted single-cell multi-user multiple-input single-
output (MISO) system was assumed, and the values of the
induced phases for passive and active beamformer were op-
timized to enlarge the aggregate received signal power at
the single-antenna users. The works in [7], [8] maximized
the energy- and spectral-efficiency of an IRS-aided multi-
user MISO network via designing a transmit power allocation
policy at the access point (AP) and finding the IRS phase-shifts
when zero-forcing precoding applied in the digital domain.
Although a variety of papers reported on IRS-based networks
[9], [10], a limited number of works consider controlling the
reflection amplitudes in the IRS system [3], [11]. The authors
in [3], [11] studied the efficiency of considering amplitude
variation in a network with imperfect channel state information
(CSI). They employed a penalized Dinkelbach and block
successive upper-bound minimization algorithms to optimize
reflection coefficients so as to maximize the attainable data
rate. As a result of controlling the reflection amplitudes,
additional performance gains are achieved compared with
the full reflection/phase-shift control. Moreover, answering
whether to go with passive or active IRS deployment in the
next generation of wireless communication networks led to
recent attraction in the field [12]–[16]. The authors in [12]
optimized IRS placement to maximize the data rate of a single-
user single-input single-output (SISO) system with an active or
passive IRS and a single-antenna AP. To tolerate multiplicative
fading in the sixth generation (6G) and as a true 6G-enabler,
active IRS was recommended in [13]. The authors extensively
investigated active IRSs and compared them with conventional
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passive IRSs to find the performance bottleneck. An IRS-aided
multi-user MISO downlink network was studied in [14] to
maximize the sum data rate of users with different IRSs types
in 6G. A practical active IRS design was studied in [15], where
the outage probability and the secrecy outage probability
were optimized for a SISO network with full CSI knowledge.
Finally, authors in [16] explored a resource allocation design
problem of minimizing AP’s transmit power for an active
IRS-enabled communication network, where the active IRSs
can boost the reflected signal by using a supplemental power
source.

Additionally, millimeter wave (mmWave) is a promising
solution to provide higher throughput. However, this
technology introduces some drawbacks to wireless networks
due to having a short wavelength, such as reduced signal
propagation due to absorption by obstacles. Therefore, IRS
could help the network to sweeten the performance of the
mmWave communication network [17]. Besides, combining
these technologies could result in another problem due
to inefficient use of resources [18]. Using IRS has some
advantages and disadvantages in the network. For instance,
although it could increase the received signal at some users,
it also can increase the destructive interference in some
users’ receivers. We aim to address these shortcomings by
controlling amplitude. The aim is to assess the performance
gain via controlling the amplitude of the IRS as compared
to conventional schemes in which the full reflection is
exploited. To this end, we design a new optimization
algorithm to maximize the network’s data rate based on a
mmWave channel model. In our proposed system, a weighted
minimum mean square error (WMMSE) is utilized for
optimization with respect to the transmit beamforming when
the IRS optimization is fixed. And then, successive convex
approximation (SCA) is used to optimize the amplitude and
phase shift of the IRS elements when transmit beamforming
is assumed given. Our simulation results reveal that exploiting
the amplitude control is a promising solution to fully exploit
the potential of IRS-assisted wireless systems, especially in
the mmWave wireless networks.

Notations: Throughout this paper, the following notations
are used. The capital bold face letters are used to denote
matrices while using the small bold and small normal face
to denote vectors and scalars, respectively. I represents an
identity matrix, Cx×y is a x× y complex-valued matrix. The
superscript (·)H is the conjugate transpose of a matrix, and
transpose of a matrix is expressed as (·)T . The notations E [·],
tr (·), and diag(·) are used to denote the statistical expectation,
trace and diagonalization operator, respectively. ∇f(·) reads
as the gradient of the function f(·) and ∂f(a)

∂g is the first
derivative of f with respect to g at g = a. |x| is the 2-norm
of vector x. CN (µ,Σ) gives the distribution of a circularly
symmetric complex Gaussian (CSCG) random vector with the
mean µ and covariance matrix Σ, where ∼ means “with the
distribution of.” ln(·) represents the natural logarithm of its
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Figure 1: An IRS-assisted multi-user MISO mmWave wireless
communication system.

argument, and ℜ{·} signifies the real part of the argument.

II. SYSTEM MODEL

In this section, we describe the system model for the
IRS-aided MISO multi-user network where an AP with Nt-
antennae serves K single-antenna mobile users in downlink
communication, where the set of k users is represented by
K = {1, ...,K}. As shown in Fig. 1, it is considered that
this communication takes place with the help of an active IRS
consisting of M passive elements that act as phase shifters,
deployed, for example, on a building facade in the AP’s line-
of-sight (LoS). We note that the set of m passive elements is
shown as M = {1, ...,M}. The IRS, as a configurable and
programmable device, alters its operation mode between the
reflection and no-reflection modes for the downlink transmis-
sion and channel estimation phases, respectively. Moreover,
it is supposed that a flat-fading channel model and perfect
channel state information (CSI) knowledge are available at
the AP and also IRS. We emphasize that the IRS is active
so that it can adjust its phase and reflect amplitude jointly.
In this system, we denote the AP to the IRS channel matrix
by G ∈ CM×Nt . The reflecting channel vector from the
IRS to user k is denoted by fk ∈ CM×1, while the direct
channel vector between the AP and user k is gH

k ∈ CNt×1.
Let Θ = diag (θ1, θ2, ..., θM ) be the diagonal phase shift
matrix for the IRS where θm = ejφm is the phase shift of
the n-th reflecting element of the IRS, where φm ∈ [0, 2π)
with j representing the imaginary unit. Let’s also define,
A = diag (α1, α2, ..., αM ) be the amplitude control matrix
for the IRS, where the amplitudes span between zero and
the maximum allowable budget, αmax, i.e., αn ∈ [0, αmax].
Despite the works in [6], [18] that considered IRS with full
reflection, i.e., αm = 1 ∀m, in this paper, we evaluate
amplitude and phase shift control jointly at the IRS in order
to achieve the full gain of the IRS.



A. Channel Model

Full CSI knowledge helps disclose the upper bound of
the performance gain [9]. The mmWave real-valued channel
matrix G follows the Saleh-Valenzuela model [19] and is given
by:

G =
√
Nt ×M

∆∑
i=0

γiζtζrαM (φi)αNt
(θi), (1)

where, ∆, represents the number of paths including the line-
of-sight and none-line-of-sight paths. ζt and ζr are the transmit
and receive antenna gains, respectively. Additionally, γi stands
for complex gain of i-th path, φi, and θi are the angles of
arrival and the angle of departure for the i-th path, respectively
[19]. Also, the array response function of the IRS can be
expressed as:

αM (φ) =
1√
M

[
ej2π(d/λ)sin(φ)

]
, (2)

αNt
(θ) =

1√
Nt

[
ej2π(d/λ)sin(θ)

]
, (3)

where λ and d denote the mmWave wavelength and the
antenna spacing, respectively. Therefore, the channel gain from
the IRS to the user k is:

fk =
√
MζtζrγiαM (φ). (4)

Since mmWave links are highly susceptible to blockages, the
direct channel gain between the AP and each user is really
weak. In such a system model, the received signals at the
mobile user k is then written as:

yk =
(
gH
k + fHk AΘG

)
x+ fHk AΘnd + nk, (5)

where x =
∑K

k=1wksk is the transmitted signal at the AP
in which sk is the transmit data symbol to the k-th user
and wk ∈ CNt×1 is the corresponding transmit beamforming
vector. We also note that the transmit data vector for K users
can be represented as s = [s1, ..., sk], where E[ssH ] = I.
nd is the dynamic noise that originates from the contributing
input noise and the intrinsic device noise of the active RIS,
while nk is the static noise [20]. nd and nk represent the
additive complex Gaussian (AWGN) terms with a circularly
symmetric Gaussian distribution, i.e., nd ∼ CN (0, σ2

d) and
nk ∼ CN (0, σ2

k), respectively. Accordingly, the received
signal-to-interference-plus-noise ratio (SINR) at the receiver
k can be expressed as:

γk =
|
(
gH
k + fHk AΘG

)
wk|2

K∑
i=1,i̸=k

|
(
gH
k +fHk AΘG

)
wi|2+σ2

d|fHk AΘ|2+σ2
k

,∀k ∈ K.

(6)

III. PROBLEM FORMULATION

In this section, we maximize the total sum data rate
by optimizing the corresponding transmit beamforming
matrix W =[w1, ...,wK ] ∈ CNt×K at the AP and reflection
coefficients at the IRS. The associate optimization problem is

formulated as:

P1 : max
W,θm,αm

∑K
k=1Rk (7a)

s.t. :
∑K

k=1|wk|2 ≤ Pmax , (7b)

0 ≤ θm < 2π, ∀m ∈ M, (7c)

0 ≤ αm ≤ αmax, ∀m ∈ M, (7d)∑K
k=1|AΘGwk|2 + σ2

d|AΘ|2 ≤ PA, (7e)

where Rk = ln (1 + γk). Noting that the objective function of
P1 and the constraints are not convex, hence, the optimization
problem P1 is a non-convex optimization problem. In P1,
constraint (7b) means there is a limit on the total transmit
power of the AP, that is the maximum transmit power
Pmax. Also, the constraints in (7c) and (7d) define that each
reflecting element can be adjusted according to its phase and
reflecting amplitude coefficients, respectively. This brings an
additional degree of freedom into our problem that enhances
the performance gain of the wireless network. Finally, the
constraint (7e) implies that the amplification power of the
active IRS must not exceed the maximum power allowance
PA.

Solving the optimization problem P1 is challenging due to
the non-convex functions in the objection and constraints. We
propose an iterative approach for designing parameters of this
optimization in which power allocation and phase-shift are
iteratively solved. In particular, for given reflection coefficient
Θ and amplitude control A, we find the optimum transmit
beamforming W, and then solve for W when Θ and A are
fixed. This iterative process continues until it converges to the
optimum value of the objective. In the rest of this section, we
describe this iterative algorithm.

A. Optimization with respect to the Transmit Beamforming

For given reflection coefficient Θ and amplitude control
coefficient A, the optimization problem P1 is reduced to:

P2 : max
W

∑K
k=1Rk (8a)

s.t. :
∑K

k=1||wk||2 ≤ Pmax, (8b)∑K
k=1|AΘGwk|2 + σ2

d|AΘ|2 ≤ PA, (8c)

where Rk = ln (1 + γk) with the SINR, γk, given by:

γk =
|hH

k wk|2
K∑

i=1,i̸=k

|hH
k wi|2+σ2

d|fHk AΘ|2+σ2
k

,∀k ∈ K, (9)

in which hH
k = gH

k + fHk AHΘHG denotes the combined
channel from the AP to the k-th user. In order to solve
the above optimization problem, we introduce the use of
WMMSE algorithm. The main idea of this algorithm is to



reformulate the weighted sum rate problem into its equivalent
WMMSE problem formulation and solve it via the alternating
optimization method. To do so, we assume the signal sk is
decoded by using the equalizer uk, so the estimated signal at
user k is:

ŝk = ukyk, ∀k ∈ K (10)

Under the independence assumption of sk’s and nk’s, the
mean square errors (MSEs), which is defined by ek =

E
[
|ŝk − sk|2

]
, can be calculated as:

ek = |uk|2 Bk − 2ℜ
{
ukh

H
k wk

}
+ 1, (11)

where Bk =
∣∣hH

k wk

∣∣2 +∑K
i=1|hH

k wi|2 + σ2
d|fHk AΘ|2 + σ2

k.
The optimum minimized MSEs (MMSEs) equalizer can be
obtained as:

yMMSE
k = wH

k hkB
−1
k , (12)

which is calculated using ∂ek
∂yk

= 0 when all transmit beam-
formers W are fixed. Accordingly, by replacing (12) into (11),
the minimum mean square error (MMSE) becomes:

eMMSE
k = min

uk

ek = B−1
k

(
Bk −

∣∣hH
k wk

∣∣2) , (13)

So, the SINR of the k-th user can be expressed as 1 + γk =
(eMMSE

k )−1 and the corresponding rate is Rk = − ln
(
eMMSE
k

)
[21]. The augmented weighted mean square error (WMSE) is:

Ek = ρkek − ln (ρk) , (14)

where ρk is the weight associated of the MSE of the k-th
user. The optimum equalizer which is the same as the MMSE
equalizer can be derived by solving ∂Ek

∂uk
= 0, and then the

corresponding optimal augmented WMSE is:

Ek

(
yMMSE
k

)
= ρke

MMSE
k − ln (ρk) , (15)

The optimal weight of the MMSE is achieved as follows:

∂Ek

(
yMMSE
k

)
∂ρk

= 0 → ρ∗k = (ln 2.eMMSE
k )−1, (16)

Finally, motivated by the data rate WMMSE relationship in
(16), the optimization problem P2 is transformed into:

P3 : min
W,ρ,U

∑K
k=1

[
ρke

MMSE
k − ln (ρk)

]
(17a)

s.t. :
∑K

k=1||wk||2 ≤ Pmax, (17b)∑K
k=1|AΘGwk|2 + σ2

d|AΘ|2 ≤ PA, (17c)

where ρ= [ρ1, ..., ρK ] denotes the MSE weights and
U = [u1, ..., uK ] represents the equalizer vectors. It can be
easily shown that when we minimize P3 with respect to ρ and
U, respectively, the MMSE solutions (ρMMSE, UMMSE) includ-
ing the corresponding MMSE weights and equalizers can be
achieved. While fixing {ρ,U}, the optimization problem P3

is now changed into a quadratic constrained quadratic pro-
gramming (QCQP) problem at the point W. Thus, a standard
convex optimization package like CVX can be employed to
solve the optimization problem efficiently [10], [22]–[25].

B. Optimization with respect to the IRS parameters

In this section we aim to optimize the reflection coefficients
for the given beamforming. In particular, with a fixed value
of W, the problem P1 is changed as follows:

P4 : max
θm,αm

K∑
k=1

Rk (18a)

s.t. :
∑K

k=1|AΘGwk|2 + σ2
d|AΘ|2 ≤ PA (18b)

0 ≤ θm < 2π, ∀m ∈ M, (18c)

0 ≤ αm ≤ αmax, ∀m ∈ M, (18d)

To simplify notation, we introduce a new matrix for the
product of matrices A and Θ. Therefore, we rewrite the
product term of A and Θ as:

Ξ
∆
= diag(a1ejθ1 , ..., αMejθM ). (19)

We also define χm = αmejθm ,∀m ∈ M and χ =
[χ1, ..., χM ]T . Consequently, we have:

fHk ΞGwk
∆
= ψH

kχ, (20)

gH
k wk

∆
= g̃k,n, (21)

where ψH
k = (diag(fHk )Gwk)

∗. As a result, via introducing
slack variable ζk, the main optimization problem P4 can be
formulated as follows:

P5 : max
χ, ζ

K∑
k=1

log2(1 + ζk) (22a)

s.t. :

∣∣ψH
k χ+ g̃k

∣∣2∑
i ̸=k

∣∣ψH
k χ+ g̃i

∣∣2 + σ2
d|χ|2 + σ2

k

≥ ζk, ∀k ∈ K, (22b)

∑K
k=1|Ξwk|2 + σ2

d|Ξ|2 ≤ PA, (22c)

|χm| ≤ αm, ∀m ∈ M, (22d)

(18c), (18d), (22e)

where ζ = [ζ1, ..., ζK ]T . Next, we address the non-convexity
of constraint (22b) based on orienting a slack variable, namely
Υk, into the above optimization problem. Hence (22b) can be
restated into the two following inequalities:∑

i ̸=k

∣∣ψH
i χ+ g̃i,n

∣∣2 + σ2
d|χ|2 + σ2

k ≤ Υk, (23)

∣∣ψH
k χ+ g̃k

∣∣2 ≥ Υkζk, (24)

where Υkζk = 1
2 (Υk + ζk)

2 − 1
2 (Υ

2
k + ζ2k). Note that (24)

and (24) are the two new constraints to P5, replacing (22b).
Although the (24) is a convex constraint, in contrast, the same
cannot be held for (24) due to its non-convexity. In order to
assemble (24) in a convex form, we adopt the SCA algorithm
based on the difference of the two concave function approach



as follows [10], [23], [24]:

2ℜ
{
(ψH

k χ
[t′] + g̃k)

HψH
k χ

}
−
∣∣∣ψH

k χ
[t′] + g̃k

∣∣∣2 ≥ (25)

1

2
(Υk + ζk)

2 − 1

2

(
(Υ2

k)
[t′] + (ζ2k)

[t′]
)

− (Υk)
[t′](Υk − (Υk)

[t′])− (ζk)
[t′](ζk − (ζk)

[t′]),

where χ[t′], Υ
[t′]
k , and ζ

[t′]
k are the solution in the [t′]-th

iteration. Now, we solve the following convex problem:

P6 : max
χ, ζ, Υ

K∑
k=1

log2(1 + ζk) (26)

s.t. : (18c), (18d), (22c), (22d), (23), (25).

It is worth mentioning that the original problem would be
ameliorated after exploiting this iterative algorithm or at least
is monotonically non-decreasing after each iteration [26].
Therefore, a standard convex optimization package such as
CVX could efficiently solve the optimization problem.

IV. SIMULATION RESULTS

In this section we evaluate the numerical results. We con-
sider the AP is located at a rectangular area with a dimension
of (50, 50) meters. The AP is placed at (0, 0) m, while the
IRS is located at (30, 0) m and all the users are assumed to
be randomly located inside the rectangular area. The path loss
model is given by 35.3+37.6 log10(dk) dB, where dk indicates
the distance between AP-user k in kilometer. As the channel
characteristics, we consider that bandwidth equals 500 MHz
and ∆ = 5. Also, ζt = 9.82 dBm, ζr = 0 dBm, and γi follows
the setting described in [18]. Furthermore, the convergence
tolerance is set to 10−2, and a thermal noise density of
−174 dBm/Hz is assumed. Also, the IRS is equipped with
60 reflecting elements and the number of users is K = 6.
The maximum transmit power is Pmax = 30 dBm, and the
maximum power allowance of the active IRS is PA = 13 dBm.
The static noise power at the user is set to σ2

k = −114 dBm,
where the dynamic noise variance is σ2

d = −110 dBm [16],
[19].

Fig. 2 shows the average sum rate versus the number of
reflecting elements. As can be seen that the average sum
rate increases as the number of reflecting elements increases
as well. This is because increasing the number of reflecting
elements provides more favorable communication to improve
the performance gain of the system. However, it can be
seen that there is not much performance gain in the random
phase shift as compared to the scheme without IRS, which
illustrates the positive impact of optimizing the phase shift
at the IRS. This figure also shows that the effectiveness of
active IRS as compared to the passive IRS which confirms
that increasing the number of elements of the active IRS
is much more efficient for improving the communication
performance. In particular, in our proposed scheme not only
the phase shift at the IRS is optimized but also the amplitude
reflection is optimized and we can see that for a high value of

Figure 2: Average sum rate versus the number of reflecting
elements.

Figure 3: Average sum rate versus the number of iterations.

number of user, the performance gain that can be obtained via
controlling the amplitude is more obvious. This is because the
multiuser interference is more severe in the mmWave channel,
which needs to be controlled via exploiting amplitude control.
Besides, this results demonstrate that active IRS can overcome
the “multiplicative fading” effect and attain considerable sum-
rate gains.

Figure 3 plots the trend of the convergence of our proposed
scheme for different numbers of users. It can be seen that
our proposed algorithms converge after about 10 iterations.
Besides, we can perceive that the sum rate also increases as
the number of users increases as well.



V. CONCLUSION

In this paper, an optimization problem was proposed to
increase the performance of mmWave wireless communication
systems via designing coefficients of the IRS. Expressly, we
assume an active IRS-assisted wireless MISO mmWave system
to maximize the data rate of the network and design the
beamformer at the AP with optimized IRS coefficients. This
problem was solved iteratively in which the first sub-problem
is solved via WMMSE, while the second one is solved based
on the SCA approach. Simulation results unveiled the effec-
tiveness of active IRS as compared to the passive IRS. The
results, also demonstrated that the active IRS could combat
the performance degradation which caused by multiplicative
fading. In our future work, we will consider the effect of active
IRS in the mmWave channel for the case of imperfect CSI by
considering the code-book design for beamforming at the AP.
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